
 
Matrixmultiplication

Recall that if A is an mxn matrix and I

an h vector where A I an

l 9
columns

Then the product is d A

A I X ai t X att t Xian an M vector

In this section we extend this to multiplication of
matrices First we show how it connects to

transformations

Compositionottransformations

Suppose T IRK IR and S IR Rm are transformations

If we first apply T and then apply S we get
the composition or composite Sot

IRK T_IR 51km

we define Sot as follows If T is a K vector then

Sot I S T II

Note that T T is an h vector so it makes sense as



input for S

Note that Sot takes as input k vectors and outputs
in vectors

ni k mm
b b

Now let 13 be the matrix associated to T and A
The matrix associated to S That is

1 I BI and SCI Aj

Suppose B 5 bi bn where bi is the ith column
and I Yj Then

Sot I SCT Il A BI

A X J t X b t t 7k
X Abu t X Abi t t X A b k
x
m vector

FAE A f A I

97 A
columns

matrix

This shows that Sot is the transformation induced

by the mx k matrix

A5 Abi Abi



This matrix is the product of A and B

Definition let A be an mxn matrix and B an hxk

matrix Write 13 15 Tn where bi is the ith

column of B The pwduct AB is the mxk matrix

defined

AB CAF Abi Abd
i e the ith column is the M vector Abi

Note We can only take the product AB if

of columns of rows of Bof A

we saw above that if I is a k vector we have

A BI AB I

So if TA andTpg are the associated transformations Then

TaOTB E Tnftp.fxl A Bx AB x TAB x

Thus TAOTB TAB

Ex Let A fly Io B 123I D



atL Hiott'd
a ftp.t.E.tt L
so AB 13

There is another way to compute the product of
two matrices that computes each entry rather than
each column

DotProduct Rule Let A be an mxn matrix and

Be an hxk matrix The i j entry of AB is the

dot product of row i of A with column j of B
AB

x i
Ex A B fg g

AB IP Ba

2 6 29



This example shows that AB t BA That is matrix

multiplication is not commutative It's not even

commutative if A and B are both square matrices
of the same size

Ex A f f B f
Then AB fT F and BA fIt
However some pairs of matrices do commute with each

other

Ex A B fo z

AB f E BA f 5
A f's I f Is f

Then A Iz A IZA

This is true in general



If A is an Mxn matrix and Im and Iu are the

mxm and hxn identity matrices respectively then

A In A ImA
iHmanix multiplication

let a be a scalar and A B C matrices of sizes
such that the given products are defined Then

A BC AB associativity

A Btc AB AC and CA B C AC BC distributivity

a AB aA B A AB

ABY BTA

Blockma trices

Sometimes it is convenient to write matrices
whose entries are themselves matrices called
blocks Such a matrix is partitioned into blocks

For example when we write a matrix in terms of

its columns it is a block partition

A I an is a block partition of A
blocks



at t tE I

f t
The product can be computed in block form

AB Ei HEHE
o.x fiiilf.IE HH

so AB

g

theorem It matrices A and B are partitioned into blocks AB
can be computed using matrixmultiplication usingblocks as
entries as long as the corresponding blocks being multiplied

are compatible
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